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Abstract: A distributed system offers a practical method for sharing resources. Using a distributed 
system will produce different effects depending on the load balancing technique employed. Load 
balancing algorithm provides decision making with efficient resource utilization and maximum 
throughput. The decision-making process is absent in work distribution or load sharing. Response 
time is used as the key attribute to measure the effectiveness of load balancing. There are various 
categories in which load balancing can be placed. This division is based on a number of 
characteristics. The aim of presented research work is to emphasize the fundamental classification 
of load balancing strategies. 
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1 Introduction 

In 1970, advancement in computer hardware and networking technologies resulted in the invention 
of distributed system.  
Definition 1. (Distributed System) “Distributed system is defined as a set of autonomous 
computing nodes interconnected by a computer network and which facilitates users by making 
provision of resource sharing in a controlled way”.  
Distributed system works as a loosely coupled system. Loosely coupled systems consist of the 
computational nodes with its own memory and are interconnected by communication network. 
The nodes are interacting with each other with the help of message passing mechanism. Each node 
works on the private memory associated with that node so no overhead of memory consistency is 
associated. Till today, the distributed system has been changing its face to fulfil the dynamic needs 
of the user.  

Now a day, because of easy and rapid availability of an internet facility, world is experiencing 
very close virtual connectivity. The statistical information provided by worldwide survey of 
wearesocial blog in January, 2022[1], we can represent the increase in the number of Mobile, 
Internet and Social Media users is shown in Figure 1. 
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Figure 1. Wearesocial Blog Survey 2022 

According to worldwide survey of wearesocial blog in 2018 [1], number of internet users in 2018 
was 4.021 billion and increases by 7% every year. The exponential growth is observed in users of 
social media sites. The number of social media users in 2018 is 3.0196 billion and increases by 
13% every year. Easily available internet facility on smart mobile devices results in increasing 
trend of multimedia based communication. In year 2018, the number of mobile phone users was 
5.135 billion and per year it increases by 4%. Proliferation in number of internet users, results in 
demand of the internet based services. In order to respond to these extremely growing requests rate 
of multimedia communications, social site communications and many others, service providers 
need a powerful hardware and software infrastructure. This fact is proved by the Intel’s survey of 
computer hardware demand. According to Intel’s worldwide survey [2] the computational demand 
is growing 30% to 40% every year. From year 2009 to 2016, considering the global trends of 
computation, Intel data centre has increased the number of servers per pack from 140 to 280. This 
verity represents that, in seven years the need of virtualization has doubled by seven folds. The 
worldwide survey conducted by IDC (Interactive Data Corporation) [3] puts a light on a fact that 
from year 2009 to 2019, rate of x86 server’s distribution is increased by 100.35%. The pragmatic 
surveys provided by Intel and IDC indicate the increasing rate of computational demands. The 
demand of computational power cannot be satisfied only with powerful hardware architectures. It 
also requires the applications which run on those hardware architectures and which does the 
efficient management of resources. The concept of grid emerged as a modified version of 
distributed system and provides the collaborative computational environment for execution of 
computational work load. It has made possible to run distributed applications in virtual 
environment to fulfil the users computational demands using concept of virtualization. 
Cloud emerged as a virtual platform provider to provide solution to users computational problems. 
It is highlighted by Intel’s survey that, from year 2009 to 2016 the number of virtual servers 
changed from 129 to 943. In terms of Grid Technology, Cloud Technology, Block Chain 
Management [4], Edge computing [5], distributed system continuing its journey of providing 
fruitful outcomes in field of computation. Distributed system provides a platform to solve the 
problems which includes massive computational executions. The computational intensive task is 
a set of instructions which includes more percentage of CPU intensive instructions than memory 
intensive or I/O intensive. 
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To fulfil the basic purpose of resource sharing, distributed system makes the provision of task 
execution on different nodes in a distributed manner. In distributed system, any computational 
problem is considered as a load. In order to execute the input load in distributed manner, it is 
divided into small fragments. This process of task division is called as fragmentation. The size of 
the fragment depends on the application characteristics and the policy adopted by the distributed 
system. The fragmented load is then mapped over the available set of computing nodes for 
execution. The policy of mapping the load to the computing nodes is called as scheduling. The 
basic objective of scheduling policy is to manage the resources in order to optimize resource usage, 
response time, network congestion and scheduling overhead.  
A. Classification of scheduling paradigms 
Scheduling paradigms of distributed system are fundamentally classified in three classes [6]:  
1. Task assignment   
2. Load sharing  
3. Load Balancing   
1. Task assignment  
Task assignment approach consists of mapping of available tasks to the resources so as to improve 
performance of the system. Practical limitation of task assignment approach is that it assumes that 
following attributes are known in advance [6]:  
1. Task characteristics  
2. Computations required by each task  
3. Speed of each processor  
4. Cost of computation  
5. Inter-process communication cost  
6. Resource requirements of tasks  
7. Task dependency  
As it considers all mentioned attributes at static time, it does not consider the dynamically changing 
behavior of the system.  
2. Load sharing  
Load sharing approach confirms that no node in system remain idle by simple task to node 
mapping. Load sharing does not consider the state information of the system. Without considering 
the state information of resources it becomes difficult to manage the run time scheduling approach.  
3. Load Balancing  
In distributed system to achieve better resource utilization and to maximize the throughput; it needs 
to balance the workload among the available resources in such a way that each resource will have 
even contribution in task execution. Load from heavily loaded nodes need to be transferred to 
lightly loaded nodes. The performance of load balancing algorithm is measured in terms of 
response time achieved [6]. The task of load balancing in distributed system is performed by a 
special node known as load balancer. 
 
B. Taxonomy of Load Balancing Algorithm    
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Figure 2 provides the classification of load balancing algorithms. 

 
Figure 2. Classification of Load Balancing Algorithm 

 
a. Comparison of Static and Dynamic Load Balancing Algorithms 
Static load balancing [6-14] algorithms are simple and don’t need to have state information of 
overall system for decision making. It maintains the system in steady state when the information 
of task characteristics and network attributes are known prior to decision making process. It does 
not consider the time variant load changes in a system. Whereas in dynamic load balancing 
algorithms [15-48] decision making is done using the current state of the system. Dynamic load 
balancing results in good performance benefits than static load balancing. The complexity of 
dynamic load balancing algorithms is more than static load balancing algorithms. 
b. Comparison of Deterministic and Probabilistic Load Balancing Algorithms 
Deterministic algorithms work in deterministic manner and utilize the characteristics of tasks for 
decision making. Probabilistic load balancing algorithms work on the static attributes of the system 
such as number of nodes, processing capacity of nodes and network topology. These both methods 
do not consider the load variation in the system with respective to time. 
c. Comparison of Centralized and Distributed Load Balancing Algorithms 
In centralized load balancing [17-33] approach only one node is responsible for taking scheduling 
decisions. State information of the system is collected at a centralized node which coordinates the 
decision making process. The coordinator node makes the decisions efficiently based on the 
available state information. Coordinator node collects the state information from all nodes 
involved in computation periodically. The performance of centralized load balancing system 
depends on the centralized decision maker. 
In distributed load balancing [34-37] system more than one nodes are responsible for making load 
balancing decisions. It avoids the central dependency problem which exists in centralized dynamic 
load balancing by having more than one decision makers. The complexity of distributed load 
balancing is more than centralized load balancing. The communication cost incurred is also more 
as it involves internodes communication. Every node in a system collects the state information 
from all other nodes and does a decision making.  
d. Comparison of Cooperative and Non cooperative Load Balancing Algorithms 
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In cooperative load balancing algorithms [34, 35] the nodes take the decision of load balancing 
with cooperation of all other nodes. This method of load balancing is more complex and involves 
larger communication overhead. In non-cooperative load balancing [35] each node has the 
autonomy to take the scheduling decisions independently. 
C. General Issues in designing a load balancing Algorithms 
1. Load estimation policy 
It considers the problem of estimating the work load of a particular node in the system.  
2. Process transfer policy 
It is related with the choice of executing the process either locally or at a remote node. Solution to 
this issue depends on whether the load balancing approach is a static or dynamic.  
3. State Information exchange policy 
It decides method of exchanging the state information among the nodes involved in computation.  
4. Location Policy 
It takes the decision of transferring the selected task for execution.  
5.  Priority assignment policy 
It is related with the assignment of execution priorities to local or remote tasks at a particular node.  
6. Migration limiting policy     
 It determines the number of times a task migration is allowed in a particular load balancing system. 
I. Motivation behind the work 
The basic objective of presented research work is to provide the direction to the researcher who is 
working in the domain of dynamic load balancing. The research work includes fundamental 
classification of load balancing. The details of dynamic load balancing are provided in more 
precise way.  
II. Literature Review 
In modern era of computations, the demand for shared resource utilization is increasing 
enormously [1-5]. Modern applications demand, sharing of computational infrastructure to achieve 
minimization of response time and to increase throughput. Distributed systems attempts to solve 
this problem by providing a set of autonomous computational resources interconnected by 
communication network. The technique used to avoid the unbalanced utilization of computational 
nodes, is called as load balancing.  
Decision making system in distributed system does the mapping of the available resources to the 
incoming load with best possible alternatives. Based on the result of decision making, node is 
selected for execution. In work flow of load balancing, variation in time of decision making results 
in two classes of load balancing. 
1. Static Load Balancing 
2. Dynamic Load Balancing 
  If the decision making is done at static time, the corresponding load balancing is called as 
static load balancing. If the decision of load distribution is taken at run time the corresponding load 
balancing is called as dynamic load balancing.  
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Performance of load balancing depends on a decision making policy adopted by distributed 
system. Based on the policy of decision making load balancing strategies are classified as [6]  
1.  Global strategy 
2.  Cooperative strategy 
3. Non-cooperative strategy 
In global strategy, only one decision maker exists that takes decision of resource allocation and 
job mapping over a distributed set of resources. In global strategy information is collected from all 
the nodes which are involved in computation. In cooperative approach, several decision makers 
exist; those take decisions at local level and cooperate with each other using message passing 
system. In cooperative approach of load balancing state information is collected from neighbouring 
nodes. In non-cooperative approach, each node is responsible for taking its own load balancing 
decision independently. Local level decision making causes the minimization of communication 
cost.  
The performance of distributed system depends on the process of decision making. Accuracy of 
decision making can be enhanced by using appropriate load balancing algorithm. Table 1 
represents the parameters which are considered as a performance indicators of load balancing 
algorithm [7], 

Table 1 Performance indicators of load balancing algorithm 
Sr.No. Performance 

Indicator 
Significance 

1 Resource 
Utilization 

A good load balancing algorithm is expected to give 
optimum resource utilization 

2 Performance Performance of load balancing algorithm is checked as an 
efficiency of resource utilization. 

3 Scalability It is necessary attribute to be a good load balancing 
algorithm to provide flexibility in increasing and 
decreasing the numbers of computational nodes during the 
computation. 

4 Throughput This attribute measures the number of tasks completed per 
unit time. For a good load balancing algorithm value of this 
attribute should be high enough 

5 Response 
time 

It is the difference in time between the job submission and 
the final output. A good load balancing strategy is always 
trying to minimize the response time of computation.  

6 Associated 
Overhead  

This attribute involves job transfer cost and inter process 
communication cost. It is the measure of overall 
communication cost incurred in computation. 

 
1. Static Load Balancing 
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 In static load balancing technique [6-14] the decision of task to resource mapping is taken 
at static time. The decision of load balancing is governed by the static information of job behavior 
and fixed characteristics of underlying resources. Static load-balancing algorithms may be either 
deterministic or probabilistic [6]. Deterministic algorithm utilizes the information of properties of 
nodes and characteristics of given process for load distribution. The probabilistic algorithm utilizes 
the static properties of the system like number of nodes and processing capacity of each node. 
Static load balancing exhibits fixed functional behavior under fixed conditions and inputs. It is 
easy to predict the behavior of the system under certain conditions with fixed inputs.  Based on 
job properties, resource capacity and communication cost incurred, the scheduler takes the 
decision of job distribution at static time. Static load balancing is simple and effective when the 
workload can be sufficiently well characterized beforehand, but it fails to adjust to the fluctuations 
in system load [7].  
Definition 2. (Static Load Balancing) “Load balancing policies that react to the system before 
job execution with known job characteristics, resource capacities and fixed arrival pattern are 
termed as static policies”. 
It becomes easy for policy maker to design the static policy as it excludes the dynamic state 
information and run time communication overhead. The performance of static load balancing 
depends on the scheduling policy used for load balancing. Static load balancing can be carry out 
by using different scheduling algorithms.  
Based on the scheduling algorithms used, static load balancing can be classified in following 
classes [8]: 
1.1 Round Robin Scheduling 
In this algorithm job assignment is done in round robin fashion. The total time quantum is divided 
into number of fixed length time quantum and each quantum is assigned to each processor in round 
robin fashion. To improve the performance of round robin algorithm designer should consider the 
job size. If the job size is large the quantum size should be large enough so as to achieve maximum 
throughput. The small length of time quantum results in starvation of jobs which requires large 
completion time. If the job execution is not completed in given time quantum, the job has to wait 
for long period. The job waiting time depends on number of jobs in a job buffer. This type of 
scheduling is useful for the jobs which require less amount of execution time.    
1.2 Min-Min policy Scheduling 
This algorithm calculates the minimum completion time for each node and then assigns a task to 
a node with minimum completion time. It repeats the same procedure until no job remains in a 
waiting queue. This strategy increases the starvation of tasks which requires high completion time 
because as per the strategy defined every time a task with minimum completion time is selected 
for execution.  
1.3 Max-Min Scheduling 
In order to achieve maximum throughput and minimum response time this algorithm selects the 
task with maximum completion time and assigns it for execution. In contrast with the Min-Min 
algorithm it increases the waiting time of tasks which require a minimum completion time. 
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1.4 Opportunistic scheduling  
This algorithm assigns the incoming task to a random node for execution. Task assignment in this 
algorithm is done without calculating the load on each node. 
In [9] authors presented a global load balancing algorithm known as optimal load balancing. The 
basic objective of this work is to minimize the response time of task execution.  It is bidding based 
algorithm in which each node in a distributed system is considered as an agent. Each node in a 
distributed system has a true value ‘ti’ which is equals to the inverse of computational capacity of 
that node. Central coordinator collects these true values from all nodes and bids on those values 
so that task allocation should be optimum. All nodes get the appropriate fraction of the incoming 
load based on the true values. The system returns the profit value to each node and validates 
weather that profit value is nonnegative. If the profit value is negative, then system recognizes that 
the true value given by the node was incorrect. This work increases the voluntary participation of 
nodes where each node is racing to get maximum profit value and gives maximum optimal solution 
to task execution. This system is centralized coordinated so it creates a bottleneck in load failure 
situations. This work assumes that total job arrival rate must be equal to aggregate job service rate 
but this assumption cannot fulfill the real time dynamic job processing requirements.    
In [10] author recommends a static job scheduling policy which ensures to have very low overhead 
and is less complex as compared with dynamic load balancing strategies. Static load balancing 
typically contains two components: a workload allocation scheme and a job dispatching strategy. 
Workload allocation scheme calculates the relative fraction of total workload to be assigned to 
each node. Job dispatching policy assigns calculated fraction to each computational node. The jobs 
are dispatched using round robin mechanism. The attainment of load balancing is checked by using 
a mathematical analysis of system performance and optimized allocation of workloads. The 
performance metrics used in this experiment are: Mean response time which is the average 
completion time of all the jobs and Mean response ratio which is the ratio of the job's response 
time to its size. Job size is defined as the completion time of the job when it is executed on an idle 
machine with relative speed one. The one another attribute used for performance measurement is 
fairness. Fairness value is calculated by taking standard deviation of response ratio of all the jobs. 
This experimental work considers a load balancing as a non linear optimization problem.  
It considers four job dispatching strategies:  
1. Optimized Round Robin (ORR)  
2. Weighted Round Robin (WRR)  
3. Optimized Random (ORAN)  
4. Weighted Random (WRAN).  
Comparison of all these job dispatching strategies is provided at 70% overall system utilization. 
The research work concludes with the fact that ORR and ORAN achieves better fairness than WRR 
and WRAN. It shows factual analysis of response time which found more predictable under an 
optimized allocation strategy. It considers run queue length of CPU as only one parameter for 
scheduling, so this method is applicable for CPU intensive tasks only. 
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In [11] author has classified static load balancing into two categories namely Optimal and Sub-
Optimal. In optimal static load balancing technique optimization criterion function is used to 
optimize throughput, resource utilization and response time. In Sub-Optimal technique more 
prominence is given to the scheduling policy. This method is carried out in homogeneous 
execution environment. This method does not provide load balancing in heterogeneous work 
environment so it limits its performance only for homogeneous environment. 
In [12] author has proposed static load balancing based optimal load balancing strategy to 
minimize the mean job response time. Response time at each node is considered as an aggregation 
of queuing delay, processing time and communication delay. A mean job response time is defined 
as a function of load at a particular node.  In this system job is either processed at the host node or 
it is transferred to another node. The decision of job transfer is not depending on the current system 
state so it is static in nature.  The decision of job execution has taken by using two algorithms. 
First algorithm is known as parametric study algorithm which provides optimal solution as a 
function of communication time. This algorithm studies the effect of a speed of communication 
network on a job execution time. Second algorithm considers system parameters as attributes to 
provide optimal solution in job execution. The recommended research work considers the 
communication time effect on job execution including queuing time and job transfer time. The 
basic assumption of this work is the node characteristics and the communication delay at each 
node should be known prior to job execution.  
Leland and Hendrickson in [13] present a comparative study of static load balancing algorithms. 
In this article authors have mapped scientific applications to the parallel computing infrastructure 
using static Chaco graph partitioning software package. Performance evaluation of the algorithms 
is performed on the basis of computational cost and quality of partition. The research work studied 
the effect of coordinate information and application run time information on the selection of 
partitioning algorithm. This work did the comparison of Kernighan-Lin (KL), Spectral and 
Multilevel partitioning algorithms. The effect of these attributes on static load balancing is studied 
with experimental evaluation. This method considers only bisectional graph partitioning approach. 
In this article author did not discussed about method of making more than two partitions.  
The performance analysis of Round Robin, Randomized, Central Manager and Threshold based 
approaches of static load balancing is done by Rahmawan and Gondokaryono in [14]. The basic 
attributes considered for load analysis are CPU, Memory and Hard Disk (HDD). 
According to Rahmawan and Gondokaryono load on CPU for execution of total program is 
calculated by using CPI i.e Clock per instruction and time required to complete one clock cycle by 
CPU and queuing time.  
CPU load is calculated using Equation (2.1). 
Loadcpu= LqCPU / LqMAX                                               Equation (2.1) 

Where, LqCPU =Total jobs waiting in a CPU queue,  
             LqMAX = Maximum length of a CPU Queue. 
Loadmem =Nmused / Nm                                   Equation (2.2) 
Where, Nmused= Amount of memory used, 
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Nm =Total amount of memory. 
LoadHDD= LqHDD / LqHDDMAX                                Equation (2.3) 

Where, LqHDD= =Total jobs waiting in a HDD queue 
            LqHDDMAX= Maximum length of a HDD Queue. 
Load on memory and hard disk is calculated using Equation (2.2) and Equation (2.3) respectively. 
Total time required for job execution is calculated using Equation (2.4), 
Tjob=TCPU +Tmem+THDD                                        Equation (2.4) 
Where, Tjob =Total time required for a job to execute, 
  TCPU= Total CPU time 

 Tmem = Total Memory time 
THDD= Total Hard Disk time 
Where, TCPU  is calculated using Equation (2.5) as,  
TCPU =TExecution+Tqdelay   Equation (2.5) 
And Tmem is calculated using Equation (2.6) as, 

Tmem= Nbaccess X Ltm  Equation (2.6)  
Where, Nbaccess = Total byte of accessed from memory and  
Ltm =Memory Latency. 
Rahmawan and Gondokaryono concludes in [14] as follows, 
Prediction of the performance of Round Robin and Randomized algorithm is complex as it does 
not use the system state for task execution. According to author randomized algorithm has better 
stability than Round Robin algorithm.  
Memory is not appropriate index of load balancing in central  
scheduling algorithm because it has less percentage utilization than CPU and Hard Disk. CPU and 
Hard Disk are appropriate load indices to be chosen for load balancing because it has 9% to 15% 
utilization for CPU and 8% to 23 % utilization for hard Disk.  
In threshold based algorithms also CPU utilization proves its importance as a good index for load 
balancing. As this experimentation is carried out for static load balancing it is very difficult to 
achieve the run time utilization of CPU as well Memory and Hard disk. Performance of this type 
of experimentation can be enhanced by using real time dynamic state information of system 
parameters i.e. CPU, Memory and Hard Disk. To collect dynamic values of system parameters is 
not possible using static approach so these types of systems can give better results using dynamic 
state information. The system works as centralized distributed system so coordinator node 
becomes a bottleneck in case of failures. The system exhibits results using only homogeneous 
environments. 
 
2. Dynamic Load Balancing  
Definition 3. (Dynamic Load Balancing) “Dynamic load balancing policy is defined as, a policy 
in which decision of mapping of a task to a set of  networked resources is taken  at run time, based 
on the dynamic, instantaneous state information of  networked resources involved in the 
computation” .  
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 In dynamic load balancing policy [15-48] the efficiency of task execution depends on the 
run time state information of underlying resources.  
According to the comparison of static and dynamic load balancing policies given by author [15],  
1. Dynamic policies are believed to have better performance than static policies. 
2. Dynamic load balancing systems are more adaptive in nature than static load balancing 
systems. 
3. Response time achieved in dynamic load balancing is more than static load balancing. 
4. Dynamic systems are more complex than static systems and it requires more 
communication overhead than static systems. 
Static load balancing system is more stable than dynamic load balancing. Static load balancing is 
more predictable than dynamic load balancing. Static load balancing is preemptive in nature. 
Dynamic load balancing can be non preemptive. Static load balancing mechanism degrades the 
performance of the system where rate of incoming load changes rapidly with respect to time. For 
the systems which are having dynamic behavior, dynamic load balancing strategies are more 
suitable than static load balancing. Table 2. provides the comparison of static and dynamic load 
balancing approaches in more detail. 

 
Table 2. Comparison of Static and Dynamic Load Balancing 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
In general, a dynamic load-balancing mechanism consists of three rules-namely, information rule, 
transfer rule, and location rule [16]. The information rule defines strategy of collecting and storing 
the decision making information. The transfer rule defines when to transfer and whether to transfer 
the job. The location rule provides location of the nodes to or from which jobs will be transferred. 

  

Static 
Load 

Balancing 

Dynamic  
Load Balancing 

Decision 
Making 

Static i.e. 
at compile 

time 

Dynamic i.e at 
run time 

Overhead Less More 
Resource 
Utilization 

Less More 

Predictability More Less 

Preemptiveness 
Inherently 
preemptive 

non preemptive 

Load 
Adaptability 

Non 
Adaptive 

Adaptive 

Reliability Less Relatively More 
Response Time Less Relatively More 
Stability More Less 
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These three rules are either applied at a central location or at local sites in a distributed manner. 
Load in dynamic load balancing systems fluctuates at high rate so it is the responsibility of decision 
maker to take the appropriate load balancing decision based on the dynamic state information. 
Decision maker acts as a matchmaker which matches the dynamic demands of the user with the 
available set of resources at any time instance. The node selected by the decision maker after 
executing dynamic load balancing algorithm fulfills the dynamic need of the user.  
In [16] author has enumerated the desired policies of a good dynamic load-balancing system as: 
A. Provide short average job response time 
Response time is defined as the time in between job submission and job completion. A good 
dynamic load balancing strategy should result in a short average job response time. 
B. Induce low overhead 
The communicational overhead which includes overhead caused by job transfer and inter process 
communication should be low.  
C. Adaptability to changing load 
System should adapt the dynamically changing behaviour of job arrival rate. 
D. Be reliable. 
System should be reliable so that it can provide trustworthy services to the intended user.   
The decision making in dynamic load balancing can be performed at local node or at remote node. 
Based on the location of decision maker Dynamic Load Balancing is classified in two major 
classes:  
1. Centralized Dynamic Load Balancing  
2. Distribute Dynamic Load Balancing.  
 
2.1 Centralized Dynamic Load Balancing 
Definition 4. (Centralized Dynamic Load Balancing) “Dynamic load balancing approach in 
which among the set of all computing nodes if only one node collects the instantaneous state 
information from all other nodes in a network, and if it is responsible for taking the decision of 
task to resource mapping then that system is called as a Centralized Dynamic Load Balancing 
System”.  
 In centralized dynamic load balancing [17-33] technique, central coordinator does the 
scheduling based on the dynamic state information collected from all other nodes in underlying 
network. General form of centralized dynamic load balancing consists of Master-Slave 
architecture in which master node is responsible for collecting the state information from all other 
slave nodes. This approach is also called as global decision making approach. Based on the 
collected state information master takes the decision of dynamic load balancing which results in 
finding a slave node for execution of a desired load.  
In [17] author proposed Multitier Task assignment based on Pre-emptive Migration (MTTPM). 
Multi-Cluster Task assignment algorithm works for managing the dynamic service time 
requirements. Each host in a multitier system is assigned a predetermined service time. It considers 
equal probability of task arrival and assigns arrived task to first dispatcher in a system. First 
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Dispatcher assigns that task to a first host in First Come First Serve (FCFS) manner. If the service 
time of that task is less than or equal to the predetermined service time of that particular host then 
task departs the system and result is sent back to the client. If the service time of task is greater 
than predetermined service time of first tier, then that task is sent to second dispatcher. The process 
continues till the end of task execution. The working of this algorithm depends on the service time 
of task and if the estimation of service time goes wrong the system may lead to wrong decision. 
In [18] simulation based experiment recommends use of DAG (Directed Acyclic Graph) based 
List scheduling algorithm which results in shorter schedule length size. It works with the 
heterogeneous computing environment and executes iterative scheduling algorithm to minimize 
the schedule length. It performs well only when the assignment ratio of task to processor is high.  
In simulation based research work [19], classification of task is done using the centralized dynamic 
load balancing algorithm for improving overall resource utilization. This algorithm works for 
improving data retrieval efficiency and experimental results are compared with the results of least 
weighted connection algorithm. This algorithm does the classification of tasks considering only 
CPU time and I/O time as parameters of task classification. It did not consider the memory 
intensive task classification.    
In [20] impact of heterogeneity is studied using centralized dynamic load balancing based master 
slave architecture. The work presented by author on the basic assumption of one port model. At 
any instant of time master can communicate with only one slave. According to author their does 
not exists any optimal deterministic algorithm for dynamic load balancing with heterogeneous 
network. It limits the degree of task distribution and execution. As master can communicate with 
only one slave at time message broadcasting is not possible.  
In [21] simulation based experimentation is presented to achieve improvement in both make span 
time and cost of computation. This is achieved using centralized dynamic load balancing based 
Apparent Tardiness Cost Setups-Minimum Completion Time (ATCS-MCT) scheduling heuristic. 
The make span is the maximum time difference between the start and finish of a sequence of tasks 
between involved computers which is calculated, after completion of the last task. This algorithm 
works to reduce both the make span time and cost of job execution. The basic factors considered 
by this algorithm are execution time, communication time, weight and the deadline of the task 
execution. It assumes that before any resource demand, resource administrator is aware of type, 
amount and all other resource related information. But in practical load balancing situations this 
assumption adds limitations.   
In research approach [22] generalized model of centralized heterogeneous distributed system is 
presented for checking service reliability and availability in distributed systems. Instead of actual 
physical computational nodes this experiment assumes availability of virtual machines. The 
methods used for reliability testing in virtual environment and those used in actual environment 
practically differ. It cannot be always reliable for practical situations of load balancing where the 
physical set up is required.     
In [23] randomized load balancing is achieved using a sliding window technique in centralized 
dynamic load balancing environment. This method is based on supermarket model in which 
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customers are serviced in FIFO (First in First Out order). It assumes the situation when all the 
servers are loaded; the customer selects the random server for execution. The optimality of this 
method is based on the random selection approach so cannot be an appropriate method of load 
balancing cannot provide optimal solution in all cases.    
In [24] central server open queuing network strategy is used to carry out comparison of different 
distributed load balancing approaches. This work exhibits the possibility of conversion of all 
sender initiated distributed load balancing techniques into a central server open queuing network. 
The basic parameters used for comparison are average execution queue length and the probability 
of load migration. This research article presents a comparison of the load balancing approaches 
based on CPU queue length. This research work concludes that open central quieting network can 
be appropriately used only when the system is symmetric and homogeneous. Proposed work 
provides the average response time close to the response time achieved by simulation. This method 
does not consider the task characteristics as well as overall state information of all nodes while 
load balancing which creates practical limitations.    
Based on the variation in computational environment used for experimentation Centralized 
Dynamic Load balancing systems can be classified in two prominent classes: 
1. Centralized Homogeneous Dynamic Load Balancing  
2. Centralized Heterogeneous Dynamic Load Balancing 
2.1.1 Centralized Homogeneous Dynamic Load Balancing System 
Definition 2.4 (Centralized Homogeneous Dynamic Load Balancing) Consider a dynamic load 
balancing system with a set of N computational nodes as shown in Equation 2.7, 
N= {N1, N2 , ........, Nn } …..Equation (2.7) 
Where, ‘µ’ is a set of respective service rates (computing capacity of CPU) of the computational 
nodes from N1 to Nn  as shown in Equation 2.8 , 
µ = { µ1 , µ2 ,…….. µn } …Equation (2.8) 
For all nodes from N1 to Nn, if µ1= µ2=…….= µn,  then the present dynamic load balancing system is 
called as a Homogeneous Dynamic Load Balancing System. 

 
Figure 3. Centralized Homogeneous Dynamic Load balancing system 

Figure 3 shows centralized homogeneous dynamic load balancing system [25-27]. Incoming jobs 
enter in a system through the queue associated with the master node.  
Where ‘ ’ = Incoming rate of jobs in a queue. 
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Then all incoming jobs in a master queue are scheduled for execution on associated set of the slave 
nodes by the central scheduler at master node. As shown in figure 2.1 every node in a system is 
with same computational capacity i.e. µ.  

 n ……Equation (2.9) 
Equation 2.9 shows the stable state of the system where the rate if incoming jobs to a master 
node is exactly equals to the service rate of N slave nodes.  

1. If  n , this condition represents the situation when the incoming rate of jobs to a master 
is greater than the service rate of the system. In this case the queue length of a master should be 
large enough to store the waiting jobs, because the system cannot give justice to the incoming job 
as service rate of a system is less than incoming rate of jobs.  

2. If  n , this condition represents the situation when the nodes in a system remains idle 
as the service rate of the computing nodes is greater than the incoming job rates.  

 In order to achieve maximum throughput and make system steady an appropriate load 
balancing strategy is required. Dynamic load balancing decision in these systems does not depend 
on computational capability of the slave nodes, as all nodes are with the same computational 
capability. Decision of load balancing in these systems is based on a dynamic state of 
computational nodes. The master collects the resource utilization of each slave node at any instant 
of time and assigns the proportional load to a slave node for execution. Here central scheduler is 
responsible for resource allocation to every incoming job in a system.    
 Simulation based experimentation [25] considers a closed queuing network model with P 
homogeneous and independent processors. The basic objective of this experimentation is to study 
the performance issues associated with the scheduling mechanism in a parallel distributed 
computing system. This work is more focused on studying the number of tasks created per task to 
execute it in a parallel distributed system and also the task service demand variation with a time. 
This research work considers two step scheduling mechanism. In first step spatial scheduling is 
done for assigning the tasks to a processor queue. In second step temporal scheduling is carried 
out to define the sequence of execution for a task in a processor queue.  It also addressed the issues 
created by an impact of overhead caused by the collection of global information in a system. This 
approach does not consider the memory as an attribute for load scheduling. As the network is 
homogeneous in nature, the computational and memory intensive tasks used to behave in a 
different manner which depends on the run time state of the system.    
 Research work in [26] recommends a homogeneous dynamic load balancing approach to 
carry out the trace driven simulation study using broadcasting. In this dynamic load balancing 
approach information of job arrival time, CPU and I/O demands are collected from production 
system and given input to a scheduling policy. Basic objective of this work is to study the effects 
of a system size (number of hosts in system), level of system load, values of attributes used for 
scheduling and immobile jobs (jobs that should be executed locally) on the performance of a load 
balancing mechanism. This work provides a solution for only CPU and I/O intensive tasks. It does 
not provide scheduling approach for a memory intensive task.    
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 In [27] a homogeneous dynamic load balancing is applied to pipelined based applications 
using a concept of Dynamic Pipeline mapping (DPM).The key idea proposed in this work is, to 
use free computational resources by gathering fastest stages in a pipeline and boosts the 
performance of slowest pipeline stages by replication of free resources. This method does not 
provide a generic solution of load balancing because it is suitable for only those applications which 
are developed using framework/skeleton based tools only.  
2.1.2 Centralized Heterogeneous Dynamic Load Balancing System 
Definition 2.5 (Centralized Heterogeneous Dynamic Load Balancing) Consider a dynamic load 
balancing system with a set of N computational nodes as shown in Equation 2.10, 
N= {N1, N2 , ........, Nn }…..Equation (2.10) 
Where, ‘µ’ is a set of respective service rates (computing capacity of CPU) of computational nodes 
from N1 to Nn  as shown in Equation 2.11, 
µ = { µ1 , µ2 ,…….. µn }…..Equation (2.11) 
For all nodes from N1 to Nn, if µ1≠ µ2≠…….≠ µn , then the present dynamic load balancing system is 
called as a Heterogeneous Dynamic Load Balancing System. 

 
Figure 4. Centralized Heterogeneous Dynamic Load Balancing System 

Figure 4. shows master-slave architecture based centralized heterogeneous dynamic load balancing 
system [28-33]. In this system incoming jobs enter in a system through the queue associated with 
the master node.  
Where ‘ ’ = Incoming rate of jobs in a queue. 
Then all incoming jobs in a master queue are scheduled for execution on associated set of slave 
nodes by the central scheduler at master node. As shown in figure every node in a system is with 
different computational capacity i.e. from µ1 to µn.  

n  ....21 ….Equation (2.12) 

The Equation (2.12) gives the condition when system is in stable state as the rate of incoming jobs 
is equals to the sum of service rate of all slave nodes.  

If 



N

i
i

1
 , this condition represents the rate of incoming jobs is greater than the total service rate 

of system then the queue length of master node should be large enough to store the waiting jobs.  

If 



N

i
i

1
 , this condition represents the situation when the rate of incoming jobs to master node 

is smaller than the total computing capacity of the system. In this case the slave nodes which have 
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respectively larger service rates will have more jobs in their queues and remaining nodes will 
remain in an idle state. This causes the starvation of slave nodes which have less service rates. To 
avoid this situation the load balancing is required in centralized heterogeneous dynamic load 
balancing system. Dynamic load balancing decision in these systems depends on variation in 
computational capability of computational nodes as all nodes are with different computational 
capability. Basic objective of load balancing system is to maintain the proportion of load and 
computational capability of node. 
 The basic difference between Figure 3 and Figure 4 is that in a homogeneous network, 
every node is with a same computational capacity µ but in heterogeneous network each node is 
having a different computational capacity i.e. µ1, µ2, …., µn. In homogeneous dynamic load balancing 
system the performance of a load balancing system depends on the algorithm which is chosen for 
the load balancing. In a heterogeneous dynamic load balancing mechanism, the load balancer 
should consider the variance in computational capacities of underlying network and should assign 
the load accordingly.    
 Research work in [28] recommends the dynamic task mapping techniques for matching 
and scheduling of independent tasks on a heterogeneous network. It presents two task mapping 
heuristics. First is online mode in which tasks are mapped on to a node in a heterogeneous network 
as soon as it arrives at mapper. In second heuristic batch of tasks is mapped to the nodes in a 
network. This work does not provide solution for load balancing of dependent tasks.  
 In [29] research work is carried out for heterogeneous multiple processor systems using 
queuing models to achieve dynamic load balancing. This research gives two approaches for 
dynamic load balancing which are, Deterministic and Nondeterministic. In a Nondeterministic 
approach state independent branching probabilities are used. Where as in a Deterministic approach 
criteria functions are used to enhance the performance of computing. This method does not 
consider the memory or I/O intensiveness property of the task while execution.  
 In [30] method of dynamic load balancing is recommended for both homogeneous as well 
as heterogeneous environment using Clustering Based Heterogeneous Earliest Finish Time 
(HEFT) with Duplication (CBHD) algorithm. CBHD is a combination of HEFT and Triplet 
Clustering algorithm. 
HEFT algorithm is based on the DAG (Directed Acyclic graph) approach and it works in following 
steps: 
1. The weight is assigned to each node of the graph to represent the average computation 
required by the task. 
2. The weight on edges represents the average communication time required by the task. 
3. Rank values for each node is calculated by traversing the graph in upward direction and 
summation of rank values of all possible immediate successor nodes. 
4. Task assignment is done using the sorting of rank values in descending order of the rank 
values. Improvement in a HEFT algorithm is done by calculating the job processing limit value of 
each node. 
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Triplet algorithm works for the minimization of communication time and to minimize the number 
of clusters created while execution. The algorithm proposed by an author combines the features of 
both improved HEFT and Triplet algorithm to achieve the best possible task distribution 
methodology. The algorithm limits itself for only CPU intensive tasks and does not consider the 
memory parameter for decision making of task scheduling.  
 In [31] research work provides a dynamic load balancing based library to adapt parallel 
code on wide range of heterogeneous computational environment with a minimal overhead and a 
negligible programming cost. The method of dynamic load balancing proposed in this research 
article is implemented and tested only for a high performance computing using GPU networks so 
it is not applicable as a generic solution and for the low configuration networks.  
 In [32] dynamic load balancing technique is applied to a network of heterogeneous 
computing systems to achieve video encoding. The presented method of load balancing is 
application specific and cannot be used as a generic method of load balancing.   
 In [33] dynamic load balancing is applied to a network of heterogeneous computing nodes 
using the characteristics of previous tasks. It considers size of input data, operational intensity and 
hardware limitations. Analysis of results obtained is done by using Cellular Automata Finite 
Element (CAFE) Method. In this method of dynamic load balancing execution behavior of 
incoming task is depending on the historical analysis of properties of previous task. The accuracy 
of prediction becomes bottleneck for execution.   
2.2.2 Distributed Dynamic Load Balancing 
Definition 2.6 (Distributed Dynamic Load Balancing) “If in Dynamic load balancing system 
decision of task to resource mapping is carried out at more than one nodes then that system is 
called as distributed dynamic load balancing system”. 

 
Figure 5. Distributed dynamic load balancing 

Figure 5 shows decentralized dynamic load balancing system [34-37]. Unlike the centralized 
dynamic load balancing mechanism, this approach recommends the distributed role of coordinator. 
No any single node is responsible for the decision making. Incoming jobs submitted to 
computational node are executed either at that node or sent to the remote nodes for execution. The 
decision of job transfer is taken by the load balancer which is available at every node. The 
distributed role of a load balancer requires the information from neighboring nodes for making the 
decision of load balancing. Message passing mechanism is used to exchange the load information. 



Tec Empresarial | Costa Rica, v. 18 | n. 2 | p. 575-601 | 2023 
593 

 

 

A SURVEY ON BASIC LOAD BALANCING TECHNIQUES 

The communication cost required for this strategy limits the performance of distributed dynamic 
load balancing.    
In [34] an application of game theoretic model is used in the distributed system using decentralized 
load balancing approach. In this approach the node plays game to balance the computational load 
in a network. This work is carried out using simulation based experimentation so the real time 
practical load balancing approach is missing in this work. 
In research work [35] Game Theory based approach is used to solve the cooperative and no 
cooperative routing problems. This approach provides a solution to the distributed load balancing 
problem using team optimization approach. It uses approach of global team, cooperative team and 
non-cooperative team for solving the problem. The presented method limits by assumption that 
total arrival rate of customers to the system is always less than total service rate of the system. This 
assumption creates contradiction when it is used for real world problem solving purpose.  
  In [36] Predictive, Decentralized Load Balancing Approach based on CORBA (Common Object 
Request Broker Architecture) is recommended. Basic objective of this work is to minimize the 
problems in load monitoring and load prediction techniques. The basic limitation of this work is it 
does not consider the system parameters for load balancing. It works well only for CORBA 
compliant applications. 
The author in [37] recommends a distributed load balancing policy for a multicomputer system. 
System consists of three algorithms to achieve load balancing: 
1. Local load balancing algorithm which is used by each processor in a system for its own 
load balancing process. 
2. Information Exchange algorithm which sets rules for inter information exchange process 
among the processors. 
3. Process migration algorithm to maintain load balancing in a system by dynamic task 
migration from overloaded to under loaded processors.  
This method of load balancing considers only CPU bound and I/O bound processes it does not 
considers the memory bound processes. 
2.2.3 Adaptive Dynamic Load Balancing 
Adaptive policy of dynamic load balancing [38-43] reacts to the change in the system state by 
collecting considerable system state information and finds the best possible choice of decision 
making. Since, load on the system is bound to change with time; an adaptive load balancing policy 
is the best to work with, as it addresses the problem of changing load [38].  
Research work in [38] provides solution to the issues in parallel computing in the homogeneous 
as well as heterogeneous system. This approach gives a centralized adaptive threshold based 
dynamic load balancing strategy, for a parallel multiprocessor system. In this approach threshold 
values varies with the change in system load. Each incoming job is assigned to a scheduler. As the 
jobs are submitted continuously the load on the system varies with the time. The mean load of 
overall system is calculated and the values of lower and upper thresholds are depending on mean 
load are assigned. The difference in mean average load in the system readjusts the threshold values 
of lower and upper thresholds.   
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In [39] simulation of a Hypergraph-based dynamic load balancing mechanism is provided. The 
method of periodic repartitioning for the adaptive scientific computational data at dynamic time is 
proposed. The basic objective of this work is to reduce overall communication cost of application 
which results in effective rise in execution time.  
In simulation based experiment [40] the author has proposed an adaptive dynamic load balancing 
strategy. The core part of this work is to distribute computational load among the neighboring 
processors. This simulation is carried out for the dynamic load balancing of particle simulation of 
three dimensional systems.  
Research work in [41] recommends a neural network based server traffic prediction algorithm 
known as Radial Basis Function. This work recommends three layered neural network. It considers 
Input layer, Hidden layer and Output layer. In which weights on edges of neural network represents 
the actual resource utilization and updated according to the real resource usage. The weights 
assigned to edges of neural network are readjusted as the real work load differs.  It considers load 
on resources like CPU, Memory and Hard disk. System always tries to maintain a normalized load 
using the resource weights.   
Adaptive dynamic load balancing mechanism is presented in [42] which recommend a Distributed 
Approximate Optimized Scheduling Algorithm with Partial Information (DAOSAPI). This 
simulation based study gives an agent based distributed load balancing mechanism. The proposed 
DAOSAPI algorithm combines the features of distributed mode, approximate optimization and 
agent set scheduling approach. It gives short execution time by using DAOSAPI algorithm. It 
proves its advantage over the static agent scheduling mechanism. 
Object-oriented, parallel finite element framework (OOFEM) with dynamic load balancing is 
presented in [43]. This research work gives a design and implementation strategy of parallel load 
balancing framework in object oriented finite element environment. Base of parallelization is made 
by domain decomposition and message passing mechanism. It uses OOFEM framework which is 
an open source finite element solver and written in C++ language. This experimental work results 
into a single framework, with the integration of individual components of the parallel, h-adaptive, 
dynamically load balanced analysis. Computational work assigned to a computational node is 
considered as a function of both number of processors available and the size of buffer available at 
that node. This work recommends two types of buffers i.e Static and Dynamic. Static buffer is 
having fixed size whereas the dynamic buffer is having dynamic size. The work load assignment 
to particular node checks the packet size and confirms the availability of space at buffer. If buffer 
is not available the dynamic buffer size is allocated to that node as per the requirement. 
The common limitation observed in all adaptive load balancing algorithms is that, the efficiency 
of task execution in each algorithm depends on the mechanism of threshold adaptation. So 
threshold adaptation method becomes bottleneck for overall load balancing mechanism.  
2.2.4 Resource Based Dynamic Load Balancing 
Resource based dynamic load balancing [44-48] considers the dynamic state change of the 
resources like CPU, RAM, I/O. It becomes necessary to consider the computational cost of every 
job based on the dynamic utilization of the prime computational resources. The present thesis 
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contributes a Ranking Based Dynamic Load Balancing algorithm which considers CPU and RAM 
as the basic resources for dynamic load calculation. CPU queue length, I/O queue length are 
commonly used parameters for load estimation. The load in these cases is estimated as a function 
of time i.e. time required for completing the task. In centralized dynamic load balancing 
mechanism, the master node collects the values of resource utilization from all slave nodes and 
then takes a decision of load balancing. The master chooses a victim node which can give better 
efficiency and which has fewer loads for execution. Methodology of node selection depends on 
dynamic load balancing algorithm which is used for implementation.    
Research work presented in [44], deals with the problem of dynamic load balancing by using 
weight based algorithm. In this approach dynamic load balancing is applied to a cluster of servers 
which provides platform for execution of microservices. This approach considers CPU, RAM, 
Hard Disk and number of server connections as basic inputs to a load balancing algorithm. 
Algorithm first calculates the change in resource attributes and calculates weight of each resource. 
Load calculation is done using the summation of dynamic loads on each resource. There are several 
advantages of this research work: 
1. The load’s weight value is not fixed it changes dynamically. This fact reflects in more 
realistic approach of load calculation. 
2. It does not consider the fixed probability of load distribution to available servers. So when 
task comes to the system it is directly assigned to server with minimum load without checking the 
probability of load distribution. 
3. Factors considered for server load calculation gives more realistic load calculations. 
The distribution is limited only for micro service cluster. The load index values for resources are 
obtained from service provider but it is not realistic approach because the resource demands of 
different applications are not unique. So the resource index values should be application 
dependent.  
In [45] LAN based dynamic load balancing is achieved using Platform for Mobile Agents 
Distribution and Execution (PMADE). This research work presents an idea of dynamic load 
balancing based on CPU, Memory and I/O. Present work elaborates the use of I/O attribute in a 
dynamic load calculation of data intensive applications. Each node’s mobile agent calculates the 
load on that particular node using value function. Based on calculated load task execution is carried 
out dynamically. This solution requires the more communication time as the frequency of mobile 
agent creation and servicing is large. 
In [46] dynamic load balancing is achieved for network based servers using the Open flow 
switches. Wildcards installed in each server controls the resource utilization. Floodlight is used as 
open flow controller and Mininet is used as a network emulator. It considers dynamic load 
balancing based on CPU usage and active connections to the server. 
  In [47] author recommends a grid based distributed dynamic load balancing system. It uses 
network aware scheduling mechanism. This work considers heterogeneity in terms of CPU speed, 
architecture and network speed. Recommended Dispersion algorithm is divided in two parts i.e. 
control and scheduling. Control part manages the mechanism of information collection. 
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Scheduling does the task allocation based on the dynamic information collected by the control 
part. Each node stores the information of neighboring node using message passing mechanism. 
Each job submits its CPU and I/O requirement to the algorithm. Based on this information it is 
determined that whether the job is CPU intensive or Memory intensive and according to that 
resource mapping is done by the scheduler. Because of the distributed nature of algorithm used, 
this approach takes maximum efforts for maintaining and collecting the information of dynamic 
state of the system than the scheduling. 

Cost function cF is calculated for each node by using Equation 2.13 in the system using the 

dynamic state information of that node.  

NJNJNJc SSIICCF  *     ………Equation 2.13 

Where, JC =CPU time required by the job, 

NC =is the current CPU utilization of the candidate node, 

JI = is the I/O time required by the job, 

NI = is the I/O utilization of the candidate node, 

JS = is the size of the job in bytes, 

              NS = is the application bandwidth in bytes per second between the node at which the job 

arrives, and the candidate node. 
In current approach the job requirements i.e. CPU, RAM and I/O required to process the job are 
submitted by the user. Based on that it is decided that whether the job is CPU intensive or RAM 
intensive.  If user submits the job requirements without any prior pre-processing, the result of the 
system will be redirected in a wrong direction. Communication cost required for five nodes, is 
calculated.  Any node can receive 1.8 job packets per unit time and can send 4.8 packets per unit 
time.   
Research recommendations in [48] provide a feedback control mechanism based dynamic load 
balancing. This work considers only I/O and Memory intensive work load distribution among the 
nodes in a cluster. Dynamic load balancing is achieved for networked resources by calculating the 
weights and I/O by adjusting buffer size. 
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Figure 6. Architecture of Feed Back Control System 

Figure 2.4 shows the basic control blocks involved in feedback control mechanism. It consists of 
Load Balancing mechanism, Resource Sharing Controller and slow down history manager. After 
completion of job execution, the slow down time of newly completed job and slow down history 
are given as input to feedback controller. Feedback controller then determines control action for 
the change in weight of CPU as well as IO. Feedback controller tries to attain the basic assumption 
that sum of WCPU  and WIO should be equal to 1. 
  Feedback controller manage WCPU  and WIO  in three steps. In first step feedback controller 
calculates the slowdown time Sj of recently completed job j. In second step Sj makes its entry in 
the history table. Here Sj represents a pattern of recent slowdowns. Savg  represents the average of 
slowdowns in history table. In third step it is checked whether the Savg > Sj . If so it reflects that the 
performance is increased therefore WIO  is increased otherwise WIO  is decreased. If Savg < Sj it 
reflects that performance is decreased which suggest to increase value of WIO and vice versa. The 
disadvantage of this method is, it do not analyse the reason of slow down time, without analysing 
the reason it tries to adjust the resource weights this fact may leads the overall objective in wrong 
predictions. 
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