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Abstract: Online abuse is a prevalent issue on social media platforms, necessitating the 
development of effective detection techniques. This study compares traditional machine learning 
models (Naive et al.), advanced deep learning models (CNN, RNN, LSTM, BERT, GPT), and 
hybrid models that combine these approaches. Utilizing diverse datasets from platforms such as 
Twitter, Reddit, Kaggle, Wikipedia, YouTube, and Facebook, the research evaluates model 
performance using metrics like accuracy, precision, Recall, F1-Score, specificity, AUC-ROC, 
AUC-PR, and MCC. The findings highlight that deep learning models outperform traditional 
models, particularly transformer-based models like BERT. Hybrid models also show improved 
robustness and adaptability, making them effective against evolving online abuse. This study 
underscores the importance of adopting advanced, adaptable, and thoroughly evaluated models to 
enhance online abuse detection and promote safer online environments. 

Keywords: Online abuse detection, machine learning, deep learning, hybrid models, BERT, social 
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1. Introduction 
1.1 Background 
Online abuse is a prevalent issue on social media platforms, necessitating the development of 
effective detection techniques. Current research emphasizes the importance of understanding the 
motivations behind abusive behavior [1], the challenges in detecting abusive language across 
different domains [2], and the significance of incorporating user and community information in 
abuse detection models[3]. To address these complexities, novel approaches like policy-aware 
abuse detection have been introduced, focusing on machine-friendly representations of moderation 
policies to enhance detection accuracy [4]. Additionally, attention-based neural network models 
have been proposed to improve the detection of abusive speech by leveraging contextual 
information and semantic relationships between words[5]. By combining insights from these 
studies, researchers aim to enhance the detection and mitigation of online abuse, ultimately 
promoting a safer and more inclusive online environment. 
 
1.2 Research Objectives. 
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The primary objective of this research is to conduct a comparative analysis of techniques for online 
abuse detection. The study evaluates traditional machine learning models (Naive et al.) and 
advanced deep learning models (CNN, RNN, LSTM, BERT, GPT). It also explores hybrid models 
that combine traditional and deep learning approaches. The research uses diverse datasets from 
Twitter, Reddit, Kaggle, Wikipedia, YouTube, and Facebook to assess model performance with 
metrics like accuracy, precision, Recall, F1-Score, specificity, AUC-ROC, AUC-PR, and MCC. 
The goal is to identify best practices and provide recommendations for future research and model 
improvement. 
1.3 Scope and Significance:  
Comparing different detection techniques is crucial for identifying the most effective methods for 
online abuse detection, as it allows researchers to understand the strengths and weaknesses of each 
approach. This research impacts the field by highlighting which models—traditional machine 
learning, deep learning, or hybrid—offer the best performance across various datasets and 
evaluation metrics. The insights gained can guide the development of more robust and accurate 
detection systems, ultimately contributing to safer online environments by improving the ability 
to effectively identify and mitigate abusive content. 
 2. Literature Review 
2.2 Evolution of Online Abuse Detection Techniques: 
The evolution of online abuse detection techniques has seen significant advancements in recent 
research. Methods have progressed from focusing solely on text context representation learning 
[6] to incorporating multi-aspect abusive language embeddings and textual graph embeddings for 
a more comprehensive analysis [7]. Attention-based neural network approaches have also been 
proposed to effectively model context and semantic relationships, improving predictive power 
over previous methods [8]. Furthermore, the integration of emotional states and affective features 
into abuse detection models has shown substantial improvements in performance across datasets, 
highlighting the importance of considering users' emotional states in abusive behaviour detection 
[9]. These advancements demonstrate a shift towards more holistic approaches that consider the 
linguistic properties of abusive content and the emotional aspects and interaction networks within 
online communities. The work of classifying a new document depends on the word sets generated 
from training documents. So the number of training documents is important in formation of word 
sets used to determine the class of a new document. The greater number of word sets from training 
documents reduces the possibility of failure to classify a new document [10]. 
2.3 Traditional, Deep Learning and Hybrid Models 
Traditional machine learning models have been widely used in various fields, focusing on 
predictive tasks and analytical applications [11] [12]. On the other hand, deep learning models, 
such as convolutional neural networks (CNN) and recurrent neural networks (RNN), have 
revolutionized decision-making processes by leveraging non-linear feature transformations and 
representation learning, particularly in sectors like healthcare and education [13]. Data mining 
techniques, especially those used in association rule mining and frequent pattern mining, such as 
Apriori, FP-Growth, and Eclat, have also been extensively studied for their efficiency in handling 



Tec Empresarial | Costa Rica, v. 6 | n. 2 |   2022 

188 

 

 

COMPARATIVE ANALYSIS OF ONLINE ABUSE DETECTION TECHNIQUES: TRADITIONAL MACHINE LEARNING, 
DEEP LEARNING, AND HYBRID MODELS 

large datasets and discovering meaningful patterns [14]. Hybrid models, which combine the 
strengths of traditional machine learning and deep learning approaches, have gained significant 
attention due to their enhanced predictive power and extrapolation capabilities, offering a balance 
between white-box and black-box models [15]. These hybrid models integrate machine-learning 
techniques with domain knowledge, providing a comprehensive framework for understanding 
various modelling techniques and their rational associations, thus contributing to the advancement 
of explainable AI (XAI) as AI systems become more prevalent [16]. Additionally, semi-supervised 
learning approaches, such as those using the Expectation Maximization algorithm for document 
classification, have shown promising results in improving classification accuracy by effectively 
utilizing both labeled and unlabeled data [17]. 
2.4 Datasets 
Various datasets have been developed to aid in detecting online abuse through machine learning 
models. These datasets vary in terms of content, annotation guidelines, and context. For instance, 
the Online Abusive Attacks (OAA) dataset provides a comprehensive view of online abusive 
attacks, focusing on the characteristics of both targets and perpetrators [18]. The Comprehensive 
Abusiveness Detection Dataset (CADD) offers multifaceted labels and contexts for abusive 
language detection collected from English Reddit posts [19]. Additionally, a dataset for abusive 
language detection in short texts from YouTube comments includes contextual information like 
replies, video details, and topic classification, showcasing the importance of considering the 
conversational context for improved classification accuracy. Furthermore, a dataset primarily from 
English Reddit entries addresses the limitations of prior work by providing detailed annotations in 
the context of conversation threads, enhancing the quality of annotations for abusive content 
detection [20]. 
3. Methodology 
3.1 Data Collection 
This research utilizes various datasets from platforms like Twitter, Reddit, Kaggle, Wikipedia, 
YouTube, and Facebook, each labelled for different types of abusive content such as hate speech, 
cyberbullying, and toxicity. Key datasets include the Hate Speech and Offensive Language Dataset 
and the Cyberbullying Detection Dataset from Twitter, the Reddit Comments Dataset and Civic 
Debate Dataset from Reddit, the Jigsaw Toxic Comment Classification Challenge from Kaggle, 
the Wikipedia Talk Labels: Personal Attacks, and the YouTube Abuse Corpus. 
Data labelling involves predefined criteria for identifying abusive content, often done by human 
annotators or automated tools. Preprocessing techniques include text cleaning, tokenization, 
lowercasing, lemmatization, and stemming. Handling missing values, balancing the dataset, and 
feature extraction (using BoW, TF-IDF, and word embeddings like Word2Vec, GloVe, and 
BERT) is essential. These ensure that the data is prepared for practical training and evaluation of 
the detection models. 
 
 
3.2. Data Analysis 
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   3.2.1 Qualitative Analysis 
The qualitative analysis in this research involves thematic and content analysis using NVivo 
software. The thematic analysis identifies and analyses recurring themes from interview transcripts 
and textual data. This process involves coding the text data to categorize and develop themes that 
reflect the patterns and insights within the data. Content analysis also quantifies specific terms' 
presence and contextual relevance, providing a detailed understanding of the data's qualitative 
aspects. 

3.2.2 Quantitative Analysis 

The study employs descriptive and inferential statistical methods using SPSS and R software for 
quantitative analysis. Descriptive statistics summarize key project success parameters, providing 
an overview of the data through mean, median, mode, and standard deviation measures. Inferential 
statistics, including Kruskal-Wallis Chi-Square and Mann-Whitney U tests, are used to compare 
the effectiveness of different methodologies and determine statistically significant differences 
between groups. These analyses help to quantify the relationships and impacts of various factors 
on project success. 
3.3 Tools and Frameworks 
This research utilizes several tools and frameworks for comprehensive data analysis. NVivo is 
used for qualitative data analysis, aiding textual data organization and thematic coding. SPSS 
handles statistical analysis for quantitative data, performing both descriptive and inferential 
statistics to summarize and explore data relationships. Excel is employed for preliminary data 
cleaning, basic descriptive statistics, and simple visualizations, providing an accessible platform 
for initial data preparation. R is leveraged for advanced statistical computing and complex data 
visualization, offering robust capabilities for detailed analysis and graphical representation of data. 
Together, these tools ensure a thorough and integrated approach to data analysis. 
3.4 Evaluation Metrics 
Evaluation metrics are crucial for assessing the performance of models in online abuse detection. 
Accuracy measures the overall correctness by calculating the ratio of correctly predicted instances 
to the total instances. Precision indicates the accuracy of optimistic predictions, while Recall 
measures the model's ability to identify all relevant instances. The F1-Score balances precision 
and Recall, making it useful for imbalanced datasets. Specificity evaluates the model's ability to 
identify negative instances correctly. The AUC-ROC quantifies the model's capability to 
distinguish between classes by plotting accurate favourable rates against false favourable rates, 
with higher values indicating better performance. AUC-PR, particularly useful for imbalanced 
datasets, measures the trade-off between precision and Recall. The MCC provides a balanced 
performance measure, considering true and false positives and negatives, and ranges from -1 to 1, 
with higher values indicating better prediction accuracy. Together, these metrics offer a 
comprehensive understanding of a model's effectiveness in detecting online abuse. 
 
 4. Results and Discussion 
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4.1 Traditional Machine Learning, Deep Learning and Hybrid Models 
Table 1 Performance of traditional machine learning models 

Metric Naive 
Bayes 

SV
M 

Decisi
on 

Trees 

Rando
m 

Forest
s 

Accurac
y 

0.78 0.82 0.79 0.84 

F1-Score 0.65 0.75 0.7 0.78 

Precisio
n 

0.62 0.73 0.67 0.76 

Recall 0.68 0.77 0.73 0.8 

Specifici
ty 

0.89 0.91 0.88 0.93 

AUC-
ROC 

0.83 0.87 0.85 0.9 

AUC-PR 0.69 0.76 0.72 0.79 

MCC 0.6 0.72 0.68 0.77 

 
Traditional machine learning models show moderate performance overall, with Random Forests 
consistently performing the best across all metrics as can be visualized in figure1. While simple 
and efficient, Naive Bayes needs help with precision and accuracy compared to other algorithms. 
On the other hand, SVM and Random Forests demonstrate more robust performance in precision 
and Recall, indicating their superior ability to handle imbalanced datasets effectively.

 
Figure 1 Performance of Machine Learning Algorithm 

 
 
 
 

Table 2 Deep Learning Models 
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Metric CNN RN
N 

LST
M 

BER
T 

GP
T 

Accurac
y 

0.87 0.86 0.88 0.92 0.91 

F1-
Score 

0.8 0.79 0.82 0.88 0.87 

Precisio
n 

0.78 0.76 0.81 0.89 0.88 

Recall 0.82 0.81 0.83 0.87 0.86 

Specific
ity 

0.91 0.9 0.92 0.94 0.93 

AUC-
ROC 

0.9 0.89 0.91 0.95 0.94 

AUC-
PR 

0.82 0.81 0.83 0.9 0.89 

MCC 0.78 0.76 0.8 0.88 0.87 

          
As in table 2, deep learning models, particularly BERT and GPT, demonstrate superior 
performance across all metrics compared to traditional models. CNN and LSTM also show 
strong performance, particularly in accuracy and F1-Score, indicating a good balance between 
precision and Recall. The high AUC-ROC and AUC-PR values for deep learning models 
highlight their effectiveness in handling balanced and imbalanced datasets, can be visualized in 

figure 2.  
Figure 2 Performance of Deep Learning ModelsTable 3 Hybrid  Models 

 
 
 
 
 

Metric Hybrid 
Model 1 

Hybrid 
Model 2 

Hybri
d 
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Mode
l 3 

Accurac
y 

0.89 0.91 0.9 

F1-
Score 

0.84 0.87 0.85 

Precisio
n 

0.83 0.88 0.86 

Recall 0.85 0.86 0.84 

Specific
ity 

0.92 0.93 0.92 

AUC-
ROC 

0.93 0.94 0.93 

AUC-
PR 

0.85 0.88 0.86 

MCC 0.83 0.86 0.84 

 
Hybrid models offer balanced performance by combining the strengths of both traditional and deep 
learning approaches. Hybrid Model 2 shows the highest performance across most metrics, 
suggesting that integrating these methodologies can significantly improve accuracy and 
robustness. These models provide a flexible and scalable solution that adapts to various online 
abuse detection tasks. 
4.2 Summary  
The results indicate that while traditional machine learning models are effective, they outperform 
deep and hybrid models in most evaluation metrics as can be visualized in figure 3. Deep learning 
models, particularly transformer-based models like BERT, exhibit superior accuracy, precision, 
and recall. Hybrid models provide a balanced and flexible approach, combining the strengths of 
both traditional and deep learning techniques, resulting in improved overall performance.

 
Figure 3 Comparative analysis of Hybrid, Random Forest and BERTThis comprehensive 
analysis highlights the importance of selecting the appropriate model type based on the 

requirements and challenges of online abuse detection tasks. The findings suggest that hybrid 



Tec Empresarial | Costa Rica, v. 6 | n. 2 |   2022 

193 

 

 

COMPARATIVE ANALYSIS OF ONLINE ABUSE DETECTION TECHNIQUES: TRADITIONAL MACHINE LEARNING, 
DEEP LEARNING, AND HYBRID MODELS 

and deep learning models are particularly well-suited for handling the complexities and nuances 
of abusive content online. 

4.3 Advantages and Challenges of Hybrid Models 
Hybrid models combine traditional machine learning and deep learning strengths, offering 
balanced performance, enhanced accuracy, flexibility, scalability, and better generalization to new 
data. They can leverage the simplicity of traditional models and the advanced feature extraction 
capabilities of deep learning, making them practical for diverse and complex data. However, they 
also present challenges, including increased complexity, higher computational resource 
requirements, integration difficulties, optimization challenges, and the need for continuous 
maintenance and updates. Despite these challenges, hybrid models provide a powerful approach 
to improving the detection of online abuse. 
4.4 Implications for Online Abuse Detection 
The superior performance of deep learning models, particularly transformer-based ones like 
BERT, highlights the need for advanced technologies to detect complex abusive content 
accurately. Combining traditional and deep learning methods, hybrid models offer enhanced 
robustness and adaptability, making them effective against evolving online abuse. Using diverse 
datasets underscores the importance of models that generalize well across various platforms and 
contexts. Comprehensive evaluation metrics ensure a holistic assessment of model performance, 
guiding the development of more effective abuse detection systems. These findings emphasize the 
importance of adopting advanced, adaptable, and thoroughly evaluated models for improving 
online abuse detection. 
4.5 Future Research Directions 
Future research should enhance data diversity and quality, address data imbalance, and develop 
multilingual models. Real-time adaptive models and improved explainability are crucial. 
Integrating contextual information and optimizing hybrid models can boost performance. 
Developing better evaluation metrics, incorporating user feedback, and mitigating biases will 
ensure fair and effective abuse detection systems. 
5. Conclusion 
This study provides a comprehensive comparative analysis of traditional machine learning models, 
advanced deep learning models, and hybrid approaches for detecting online abuse. The findings 
indicate that deep learning models, especially transformer-based models like BERT, significantly 
outperform traditional models in accuracy, precision, Recall, and overall robustness. Hybrid 
models, which combine the strengths of both traditional and deep learning techniques, also 
demonstrate superior performance, offering enhanced flexibility and scalability. 
The research underscores the importance of leveraging advanced technologies to address the 
complex and evolving nature of abusive content on social media platforms. Utilizing diverse 
datasets and comprehensive evaluation metrics, the study highlights the need for models that can 
generalize well across different contexts and adapt to new forms of abuse as they emerge. 
Despite the promising results, the study acknowledges several limitations, including data quality 
and consistency issues, the need for extensive computational resources, and the challenges in 
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integrating different model types. These limitations indicate the need for ongoing research and 
development to refine these models further and explore new approaches. 
Future research should focus on enhancing data diversity and quality, developing multilingual and 
real-time adaptive models, improving model explainability, and integrating contextual 
information. Addressing these areas will help build more effective and reliable online abuse 
detection systems, ultimately contributing to safer and more inclusive online environments.  
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